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ABSTRACT

The concept of Statistical Resolution Limit (SRL), which is defined
as the minimal separation to resolve two closely spaced signals, is
an important tool to quantify performance in parametric estimation
problems. This paper generalizes the SRL based on the Cramér-Rao
bound to multiple parameters of interest per signal and for multi-
ple signals. We first provide a fresh look at the SRL in the sense
of Smith’s criterion by using a proper change of variable formula.
Second, based on the Minkowski distances, we extend this criterion
to the important case of multiple parameters of interest per signal
and to multiple signals. The results presented herein can be applied
to any estimation problem and are not limited to source localization
problems.

Index Terms— Statistical resolution limit, performance analy-
sis, Cramér-Rao bound.

1. INTRODUCTION

Characterizing the ability of resolving closely spaced signals is an
important step to quantify estimators performance. The concept of
Statistical Resolution Limit (SRL), i.e., the minimum distance be-
tween two closely spaced signals that allows a correct resolvability,
is rising in several applications (especially in parameter estimation
problems such as radar, sonar, spectral estimation [1] etc.) There es-
sentially exist two approaches to obtain a SRL: (1) the first is based
on the estimation accuracy [2, 3] while (2) the second is based on
the detection theory [4]. In this paper we consider the SRL based
on the estimation accuracy. The Cramér-Rao Bound (CRB) does not
directly point out the best resolution that can be achieved by an un-
biased estimator. However, since it expresses a lower bound on the
covariance matrix of any unbiased estimator, it can be used to ob-
tain the SRL. We distinguish two main criteria on the SRL based on
the CRB. The first one was introduced by Lee in [2]: two signals
(for example parameterized by the Direction Of Arrivals (DOA) θ1

and θ2) are said to be resolvable w.r.t. the DOA if the maximum
standard deviation is less than twice the difference between θ1 and
θ2. Assuming that the CRB is a tight bound (under mild condi-
tions), the standard deviation, σθ1 and σθ2 , of an unbiased estimator

can be approximated by
√

CRB(θ1) and
√

CRB(θ2), respectively.
Consequently, the SRL δθ is defined, in Lee’s criterion sense, as

2max
{√

CRB(θ1),
√

CRB(θ2)
}

. Lee [2] and Dilaveroglu [5] used

this criterion to obtain the SRL of frequency estimates. Swingler [6]
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Research Park.

used the same criterion for close frequencies in the case of complex
spaced sinusoids. However, the main problem of this criterion is
that the coupling between parameters is ignored. To overcome this
problem, Smith [3] proposed the following criterion: two signals
are resolvable w.r.t. the DOA if the difference between the DOA is
greater than the standard deviation of the DOA difference estimation
according to the CRB. Consequently, the SRL, in Smith’s criterion
sense, is defined as δθ for which δθ <

√
CRB (δθ) is achieved. This

means that, the SRL is obtained by resolving the implicit equation
δ2

θ = CRB (δθ). In [7], an example of study of the SRL for DOA of
discrete signals based on Smith’s criterion has been considered.
In several estimation problems, the signals are parameterized by
more than one parameter of interest per signal, for example in the
context of, near-field source localization [8] (bearing, elevation and
range), polarized source [9] (DOA and the polarization state parame-
ters) and more generally in communication applications [10]. How-
ever, Lee and Smith’s criteria were introduced only when the sig-
nal is parameterized by only one parameter (for example frequency,
DOA etc.) To the best of our knowledge, no results are avalaible
on the extension of the SRL to multiple parameters of interest per
signal. Thus, the aim of this paper is to fill this lack. We first begin
by giving a fresh look at Smith’s criterion using a proper change of
variable formula. Then we show that the extension to the multiple
parameters per signal case is not straighforward. Finally, we propose
an extension to the case of multiple parameters of interest and mul-
tiple signals using the k-norm distance. One should note that, the
SRL presented herein can be applied to any estimation problem and
is not limited to the source localization problem.

2. PROBLEM SETUP AND BACKGROUND

The observation model for M signals following the waveform de-
scribed by the functional f (.) is given by

x =
M∑

m=1

f (ξm) + n, (1)

where n denotes the additive noise. The parameters are collected in
ξ̄ = [ξT

1 . . . ξT
M ]T , with a proper rearrangement of ξ̄ one can obtain

ξ = [ωT ρT ]T where ω is the (MP ) × 1 vector of the parameters
of interest and ρ denotes the vector obtained by concatenation of the
unwanted and nuisance parameters. This means that we consider P
parameters of interest for each signal. To the best of our knowledge,
the state of art [3] tackles this problem only in the case of M = 2
and P = 1. The problem addressed herein is to derive the Statistical
Resolution Limit (SRL) based on the Cramér-Rao Bound (CRB) in
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the case of P ≥ 1 and M ≥ 2.
First, let us consider the SRL for two impinging signals w.r.t. one
parameter of interest per signal. Consequently, the vector of the
parameters of interest is given by ω = [ω1 ω2]

T , where we assume

that ω1 �= ω2. Under mild conditions, E

{([
ξ̂
]

i
− [ξ]i

)2
}

≥
[CRB(ξ)]i,i where ξ̂ denotes an unbiased estimator of ξ and

CRB(ξ) = FIM−1(ξ), in which FIM(ξ) denotes the Fisher Infor-
mation Matrix for model (1) regarding to ξ [11]. In the following,
for sake of simplicity, the notation CRB([ξ]1:i) will be used instead
of the Matlab notation [CRB(ξ)]1:i,1:i.

Having CRB(ξ), one can deduce CRB(ξ̆), where ξ̆ = g(ξ) =
[δ ρT ]T , by using the change of variable formula (see [12] p. 45)

CRB(ξ̆) = J CRB(ξ) JT , (2)

where the separation is given by δ = |ω1 − ω2| and where the Ja-

cobian matrix is given by [J]i,j =
∂[g(ξ)]i

∂[ξ]j
. Consequently, J =[

hT 0
0 I

]
where h = sgn(ω1 − ω2)[1 − 1]T and sgn(ω1 − ω2) =

ω1−ω2
|ω1−ω2| . Using the Jacobian matrix above and (2), one obtains

CRB(ξ̆) =

[
hT 0
0 I

] ⎡
⎣ CRB(ω1) CRB(ω1, ω2) ×

CRB(ω2, ω1) CRB(ω2) ×
× × ×

⎤
⎦ [

h 0
0 I

]
,

where CRB(ωi) and CRB(ω1, ω2)
Δ
=

[
CRB(ξ̆)

]
1,2

denote the CRB

on ωi and the cross terms between ω1 and ω2, respectively. Conse-
quently,

CRB(δ)
Δ
= CRB

([
ξ̆
]
1

)
= sgn

2(ω1 − ω2)CRB(ω1)+

(−sgn(ω1 − ω2))
2
CRB(ω2) − 2sgn

2(ω1 − ω2)CRB(ω1, ω2)

= CRB(ω1) + CRB(ω2) − 2CRB(ω1, ω2). (3)

From (3) we notice that the SRL using Smith’s criterion [3] takes
into account the coupling between the parameters of interest. Con-
sequently, using Smith’s criterion, the SRL can be re-written as δ
which resolves the following equation

δ2 = CRB(ω1) + CRB(ω2) − 2CRB(ω1, ω2). (4)

Finally, note that, as in [7], for the case where the parameters of in-
terest are decoupled, one obtains the SRL by resolving the following
equation δ2 = CRB(ω1) + CRB(ω2).
One should note that, unlike Smith’s criterion, Lee’s criterion1 [2]
does not take into account the coupling between the parameters that
becomes important when the signal parameters are close. In the fol-
lowing section, we will extend the previous SRL to multiple param-
eters of interest per signal in the case of two emitting signals.

3. STATISTICAL RESOLUTION LIMIT FOR MULTIPLE
PARAMETERS OF INTEREST PER SIGNAL

Before introducing a scheme to derive the SRL for multiple pa-
rameters of interest per signal, we begin by showing that general-
izing Smith’s approach to derive the SRL for multiple parameters

1Recall that the SRL based on Lee’s criterion [2] is defined as δ such that

δ = 2max
{√

CRB(ω1),
√

CRB(ω2)
}

.

Fig. 1. Localization of two point signals thanks to two parameters of
interest where ω̄ denotes the unit of measurement.

is not straightforward. For that purpose, let us consider the simple

case of M = 2 parameters, denoted ω
(1)
i and ω

(2)
i , of interest for

the ith signal. Let δ̃ = [δ1 δ2]
T where δ1 = |ω(1)

1 − ω
(1)
2 | and

δ2 = |ω(2)
1 − ω

(2)
2 | denote the separation w.r.t. ω(1) and ω(2), re-

spectively. Consequently

δ̃ = Hω with H =

[
a1 0 −a1 0
0 a2 0 −a2

]
,

where ap = sgn(ω
(p)
1 − ω

(p)
2 ) and ω = [ω

(1)
1 ω

(2)
1 ω

(1)
2 ω

(2)
2 ]T .

From CRB(ξ), one can deduce CRB(ξ̆) by using the change of

variable formula (2), where ξ = [ωT ρT ]T and ξ̆ = [δ̃
T

ρT ]T .

The Jacobian matrix is then given by J =

[
H 0
0 I

]
. Consequently,

CRB(ξ̆) =

[
H 0
0 I

] [
CRB(ω) ×

× ×
] [

HT 0
0 I

]
.

Using the same method as in (4), one obtains

CRB(δ1)
Δ
= CRB

([
ξ̆
]
1

)
=CRB(ω

(1)
1 ) + CRB(ω

(1)
2 )

− 2CRB(ω
(1)
1 , ω

(1)
2 ), (5)

and

CRB(δ2)
Δ
= CRB

([
ξ̆
]
2

)
=CRB(ω

(2)
1 ) + CRB(ω

(2)
2 )

− 2CRB(ω
(2)
1 , ω

(2)
2 ). (6)

From (5) and (6), we notice that the CRB on the separation w.r.t.
ω(1) is viewed independently from the separation w.r.t. ω(2) and
vice-versa. Consequently, deducing the SRL in the case of multiple
parameters of interest per signal using (5) and (6) can be meaning-
less. As an example, Fig. 1a shows that, thanks to the second param-

eter of interest, even if ω
(1)
1 is very close to ω

(1)
2 , the signals can still

be well resolvable. However, Fig. 1b shows that even if ω
(1)
1 is not

too close to ω
(1)
2 as in Fig. 1a, the signals might not be resolvable.
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3.1. Proposed solution

Let us assume that we have P parameters of interest per signal de-

noted by C =
{

ω(1), ω(2), . . . , ω(P )
}

. The question herein ad-

dressed is how can we define the SRL such that all the P parameters
of interest are taken into account? A natural idea is to consider the
distance between the set of the P parameters of interest of the first

signal, C1 =
{

ω
(1)
1 , ω

(2)
1 , . . . , ω

(P )
1

}
and the set of the P parame-

ters of interest of the second signal, C2 =
{

ω
(1)
2 , ω

(2)
2 , . . . , ω

(P )
2

}
.

Let

δ
Δ
= k-norm distance(C1, C2) =

(
P∑

p=1

δk
p

)1/k

, (7)

define the SRL w.r.t. the sets C1 and C2 (such that C1 �= C2)

where δp =
∣∣∣ω(p)

1 − ω
(p)
2

∣∣∣. The k-norm distance(C1, C2) is the

so-called Minkowski distance of order k. Having CRB(ξ) where
ξ = [ωT ρT ]T in which

ω = [ω
(1)
1 ω

(1)
2 ω

(2)
1 ω

(2)
2 . . . ω

(P )
1 ω

(P )
2 ]T ,

one can deduce CRB(ξ̃) where ξ̃ = [δ ρT ]T . Consequently, the

Jacobian matrix is given by J =

[
hT 0
0 I

]
where

h =
[
g1 −g1 g2 −g2 . . . gP −gP

]T
,

in which gp = ∂δ

∂ω
(p)
1

= − ∂δ

∂ω
(p)
2

. Since |x|k =
√

x2k for x �= 0,

one has

gp =

∂

(∑P
q=1

√(
ω

(q)
1 − ω

(q)
2

)2k
)1/k

∂ω
(p)
1

=

(
P∑

q=1

√(
ω

(q)
1 − ω

(q)
2

)2k
) 1

k
−1 √(

ω
(p)
1 − ω

(p)
2

)2(k−1)

= δ1−kδk−1
p . (8)

Again, by using the change of variable formula (2), one obtains

CRB(ξ̃) =

[
hT CRB(ω)h ×

× I

]
.

Consequently, after some calculus, one obtains

CRB(δ)
Δ
= CRB

([
ξ̆
]
1

)
=

P∑
p=1

P∑
q=1

gpgq

(
[CRB(ξ)]2p,2q +

[CRB(ξ)]2p−1,2q−1 − [CRB(ξ)]2p,2q−1 − [CRB(ξ)]2p−1,2q

)
= δ2(1−k) (Adirect + Across) , (9)

where Adirect =
∑P

p=1 δ
2(k−1)
p

(
CRB(ω

(p)
1 ) + CRB(ω

(p)
2 ) −

2CRB(ω
(p)
1 , ω

(p)
2 )

)
represents the contribution of the parame-

ters of interest for the same parameter p and where Across =∑P
p=1

∑P
q = 1
q �= p

δk−1
p δk−1

q

(
CRB(ω

(p)
1 , ω

(q)
1 )+CRB(ω

(p)
2 , ω

(q)
2 )−

2CRB(ω
(p)
1 , ω

(q)
2 )

)
represents the contribution of the cross terms

between parameters of interest.
Despite of the fact that the 2-norm is the most commonly used
norm, it is often more interesting to use the 1-norm to solve2

δ2 = CRB(δ). Indeed, by doing this, the separation remains
linear w.r.t. the parameters. This implies that its first order
derivative is parameter independent. In fact, and as expected, if
P = 1 and considering the 1-norm distance, one notices that
g1 = 1 and consequently, using (9), one obtains, CRB(δ) =
[CRB(ξ)]1,1 + [CRB(ξ)]2,2 − 2 [CRB(ξ)]1,2 which is the same
expression as (4).

Remark 1: Let us now consider the case where P = 2, and let
us assume, for sake of simplicity, that the parameters ω

(p)
1 and ω

(q)
2

∀p, q are decoupled. Applying (9) one obtains,

CRB(δ) = δ2(1−k)
[
δ
2(k−1)
1

(
CRB (ω

(1)
1 ) + CRB (ω

(1)
2 )

)
+ δ

2(k−1)
2

(
CRB (ω

(2)
1 ) + CRB (ω

(2)
2 )

)
+ 2δk−1

1 δk−1
2

(
CRB (ω

(1)
1 , ω

(2)
1 ) + CRB (ω

(1)
2 , ω

(2)
2 )

) ]
. (10)

We notice that, unlike (5) and (6), equation (10) takes into account
the effect of parameters of different nature thanks to the cross terms

CRB (ω
(1)
i , ω

(2)
j ).

Remark 2: In the case where we are interested by deriving the
SRL w.r.t. multiple physical parameters of interest having different
units of measurement, we cannot use directly formula (9). To illus-
trate how to derive the SRL in this case, we consider for instance the
problem of the localisation of two near-field sources parameterized
by two physical parameters, namely the bearing θ in radian and the
range r in meter. Toward the derivation of the SRL, we have to

1. Derive the CRB w.r.t. to the physical parameters correspond-
ing to [θ1 θ2 r1 r2 ρT ]T .

2. Deduce the CRB w.r.t. to the non-physical parameters cor-

responding to [ω
(1)
1 ω

(1)
2 ω

(2)
1 ω

(2)
2 ρT ]T thanks to a proper

change of variable. This change of variable is deduced from

the definition of the electric angles ω
(1)
i = −2πd/λ sin(θi)

and ω
(2)
i = π2(d2/λ) cos2(θi)/ri where d is the distance

inter-sensor and λ is the signal wavelength [13].

3. Choose k and deduce the CRB(δ) where δ is defined in (7)
using formula (9).

4. Finally, solve the implicit equation δ2 = CRB(δ) which pro-
vides the SRL.

In the following, this result is extended to the case of M ≥ 2 signals
where each signal is parameterized by P parameters of interest per
signal.

4. STATISTICAL RESOLUTION LIMIT FOR MULTIPLE
SIGNALS

We begin by deriving the SRL for each couple of signals. Using the
Newton’s binomial theorem for M signals, the number of signal’s

couples is equal to
M(M−1)

2
. Then, the SRL will be the worst SRL,

i.e., the maximum of all the minimal distances between each cou-
ple of two closely spaced signals that allows a correct resolvability.

2However, if ∃p ∈ [1 . . . P ] such that ω
(p)
1 = ω

(p)
2 , then ∂δ

∂ω
(p)
1

exists

only if the k-norm distance is such that k is an even number.
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From CRB(ξ), one can deduce CRB(ξ̆) using the change of variable

formula (2) where ξ =
[
ωT ρT

]T
with

ω =
[(

ω(1)
)T

. . .
(
ω(P )

)T ]T

,

in which ω(p) = [ω
(p)
1 ω

(p)
2 . . . ω

(p)
M ]T and ξ̆ = g(ξ) = [δT ρT ]T

such that δ = [δ12 δ13 . . . δ1M δ23 . . . δ(M−1)M ]T where δij =(∑P
p=1

(
δ
(ij)
p

)k
)1/k

and δ
(ij)
p =

∣∣∣ω(p)
i − ω

(p)
j

∣∣∣. The sepa-

ration δij is the k-norm distance between the ith and the jth

signal. Thus, the Jacobian matrix is given by J =

[
H 0
0 I

]
in which H is a

(
M(M−1)

2

)
× (MP ) matrix given by H =

[α12 α13 . . . α(M−1)M ]T where αij =
[
ηT

ij1 . . . ηT
ijP

]T
in

which

[
ηijp

]
q

=

⎧⎪⎪⎨
⎪⎪⎩

∂δij

∂ω
(p)
i

for q = i

− ∂δij

∂ω
(p)
i

for q = j

0 otherwise

where
∂δij

∂ω
(p)
i

= δ1−k
ij

(
δ
(ij)
p

)k−1

.

We have CRB(ξ̆) =

[
HCRB(ω)HT ×

× I

]
. Finally, taking

into account only the main diagonal terms, one obtains

CRB(δij) =
MP∑
p=1

MP∑
q=1

[αij ]p [αij ]q [CRB(ξ)]p,q

=
P∑

p=1

P∑
q=1

∂δij

∂ω
(p)
i

∂δij

∂ω
(q)
i

(
[CRB(ξ)]i+M(p−1),i+M(q−1) +

[CRB(ξ)]j+M(p−1),j+M(q−1) − [CRB(ξ)]i+M(p−1),j+M(q−1)

− [CRB(ξ)]j+M(p−1),i+M(q−1)

)
= δ

2(1−k)
ij

(
A

(ij)
direct + A(ij)

cross

)
, (11)

where A
(ij)
direct =

∑P
p=1

(
δ
(ij)
p

)2(k−1) (
CRB(ω

(p)
i ) + CRB(ω

(p)
j )

−2CRB(ω
(p)
i , ω

(p)
j )

)
represents the contribution of the parameters

of interest for the same p and for the ith and jth signals and

A(ij)
cross =

P∑
p=1

P∑
q = 1
q �= p

(
δ(ij)

p

)k−1 (
δ(ij)

q

)k−1

×

(
CRB(ω

(p)
i , ω

(q)
i ) + CRB(ω

(p)
j , ω

(q)
j ) − 2CRB(ω

(p)
i , ω

(q)
j )

)
,

represents the contribution of the cross terms between parameters of
interest for the ith and jth signals. Using (11) one can deduce the
SRL as the maximum SRL for each couple of signals, i.e.,

δ = max {δij for i < j and i, j ≤ M} .

One should note that even if we derive the SRL for each couple of
signals, we are also taking into account the influence of the other
signals thanks to the use of the CRB regarding to the full vector of
parameters ξ. As an example, for M = 2, applying (11) one obtains
(9). And for M = 2, P = 1 and k = 1 one obtains the equivalent
Smith’s equation written in (4).

5. CONCLUSION

In this paper, we extended the Statistical Resolution Limit to mul-
tiple parameters of interest per signal and multiple signals. Toward
this end, we give a fresh look at Smith’s criterion and defined an ex-
tended SRL thanks to the Minkowski distances of order k. By using
proper changes of variable formula, we obtain general results on the
SRL for multiple parameters of interest per signal and multiple sig-
nals. The results presented herein can be applied to any estimation
problem and are not limited to the source localization problems.
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